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Our Novel Problem Setting Architecture Overview Results And Analysis

What is Multi-Domain Incremental Learning?

➔ Incrementally (sequentially) learn a new domain on an existing model.

➔ While RETAINING performance on the previously seen domains.

➔ Given previous domains’ data is not accessible. 

➔ Label spaces may be non-overlapping.
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DAU: Domain-Aware Residual Unit

● Learn new domain, while mitigating forgetting on previous domain:

○ Towards a stability-plasticity trade-off

● DOMAIN SHIFT + SEMANTIC SHIFT (label spaces can be non-overlapping) 

● Learn without storing any old samples (without replay based approaches)

Challenging Objectives Achieved

● Forgetting is mitigated significantly
● When the label spaces are same, forward 

transfer of knowledge achieved. 
● When label spaces are different, there can 

be domain interference.

CS (Step 1) → BDD (Step 2): Results on Cityscapes after incrementally learning BDD100k: Our 
model mitigates forgetting by 25.16% as compared to Fine-tuning baseline

CS→BDD: A comparison of CS latent space before and after learning BDD. Our model 
preserves the latent space of previous domain, which gets distorted during fine-tuning.

Contributions and Potential Use Cases

Can a segmentation model trained on the road scenes of a particular city extend to incrementally learn novel geographical domains?
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learning
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First real-world benchmark for domain 
incremental semantic segmentation

Extensible model that is capable of learning 
across new domains, as and when the data 
is collected

Studies transfer learning for cross-domain 
semantic segmentation 

How is our setting different from existing semantic segmentation settings?

● Network reparameterization into domain-specific (DS) layers and 
shared (domain-invariant) layers.

● Shared layers capture homogeneous semantic features common 
among domains.
○ Fine-tuned on LWs using differential learning rates

● Domain-specific layers capture heterogeneous dataset statistics. 
○ Trained only on LCE


